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The frontal method is a variant of Gaussian elimination that has been widely used since the mid 1970s. In the
innermost loop of the computation the method exploits dense linear algebra kernels, which are straightforward
to vectorize and parallelize. This makes the method attractive for modern computer architectures. However,
unless the matrix can be ordered so that the front is never very large, frontal methods can require many more
floating-point operations for factorization than other approaches. We are interested in matrices that have
a highly asymmetric structure. We use the idea of a row graph of an unsymmetric matrix combined with
a variant of Sloan’s profile reduction algorithm to reorder the rows. We also look at applying the spectral
method to the row graph. Numerical experiments performed on a range of practical problems illustrate that
our proposed MSRO and hybrid MSRO row ordering algorithms yield substantial reductions in the front sizes
and, when used with a frontal solver, significantly enhance its performance both in terms of the factorization
time and storage requirements. Copyright © 1999 John Wiley & Sons, Ltd.
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1. Introduction

The frontal method is a technique for the direct solution of linear systems
Ax =b (1.2)

where the: x n matrix A is large and sparse. Although the method was originally developed
for the solution of finite element problems in whidhs a sum of elemental matrices [15,16],

it can be used to solve any general linear system of equations [8,9]. In this paper, we are
concerned with using the frontal method for unsymmetric non-element problems; in a
separate paper [24] we discuss ordering strategies for element problems.
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190  J. A Scott

The frontal method is a variant of Gaussian elimination that involves computing the
decomposition of a permutation d@f

PAQ = LU

whereL is unit lower triangular and/ is upper triangular. A key feature of the method is
that, at each stage of the computation, only a subset of the rows and colurhmgefls to

be held in main memory, in a matrix termed thental matrix The rows ofA are assembled

into the frontal matrix in turn. Columhis defined as beinfully summednce the last row

with an entry in columr has been assembled. A colummartially summedf it has an

entry in at least one of the rows assembled so far but is not yet fully summed. Once a column
is fully summed, partial pivoting is performed to choose a pivot from that column.

At each stage, the frontal matrik is a rectangular matrix. The number of rows in
the frontal matrix is theow front sizeand the number of columns tleelumn front size
Assuming there arkefully summed columns (witk > 1) and assuming the rows 6fhave
been permuted so that the pivots lie in positiohsl), (2, 2), ..., (k, k), the frontal matrix
can be written in the form

_ _ F11 . F12
F—(F]_ Fz), Fl_(sz_)’ F2—<F22) (1.2)

where F11 is of orderk x k. The columns off; are fully summed while those df, are
partially summed. IfF12 is of orderk x m and F»1 is of order! x k, the row and column
front sizes aré + [ andk + m, respectivelyFy1 is factorized ad.11U11. ThenFi2 and Faq
are updated as

ﬁ21 = F21U£11 and ﬁlZ = LIllF]_Z (1.3)
and then the Schur complement
Fap — F21F12 (1.4)

is formed. Finally, the factord.11 and Uy1, as well asFi, and F»y, are stored as parts
of L and U, before further rows from the original matrix are assembled with the Schur
complement to form another frontal matrix.

The power of frontal schemes comes from the fact that they are able to solve quite large
problems with modest amounts of main memory and the fact that they are able to perform the
numerical factorization using dense linear algebra kernels, in particular the Level 3 Basic
Linear Algebra Subprograms (BLAS) [7] may be used. For example, the BLAS routine
GEMNMvith interior dimensiork can be used to form the Schur complement (1.4).

Since a variable can only be eliminated after its column is fully summed, the order in
which the rows are assembled will determine both how long a variable remains in the front
and the order in which the variables are eliminated. For efficiency, in terms of both storage
and arithmetic operations, the rows need to be assembled in an order that keeps both the
row and column front sizes as small as possiblefddw; and fcol; denote the row and
column front sizes before th¢h elimination, we are interested in

e the maximum row and column front sizes

frowmax= max frow; and fcolmax= max fcol; (1.5)
1<i<n 1<i<n
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since these determine the amount of main memory needed,
e the root-mean-square row and column front sizes

1 n
frowms= | — Z frow;? and fcolyms= (1.6)
n
i=1
since these provide a measure of the average row and column front sizes,
o the average size of the frontal matrix
1 n
favg = ; Z(frou)i * fCOIi) (17)
i=1

A prediction of the number of floating-point operations that must be performed can be
obtained from (1.7) (assuming zeros within the frontal matrix are not exploited).

Because reordering aims to reduce the length of time each variable is in the front, we
introduce the concept of the lifetime of a variable. For a given ordering, the lifdtitfie;
of variablei is defined to béast; — first;, where first; andlast; are the assembly step
when variable enters and leaves the front, respectively. That is,

Life; ={ max |l — k| : ay; # 0 anda;; # 0} (1.8)
1<k,l<n

A useful measure is the sum of the lifetimes: a small value for the sum of the lifetimes
indicates we have a good row ordering.

We observe that, it has a full row, the maximum row and column front sizes wilkhe
irrespective of the order in which the rows 4fare assembled. Similarly, & has one or
more rows that are almost full, the maximum front sizes will be large. Clearly, the frontal
method is not a good choice for such systems.

Throughout this study, we shall be concerned with matrices that have a highly asymmetric
structure. For matrices with a symmetric structure, the rows can be successfully ordered
using a profile reduction algorithm such as that of Sloan [25] and Reid and Scott [20]. For
matrices with an almost symmetric pattern, good orderings can generally be obtained by
applying a profile reduction algorithm to the sparsity patterd af AT. Results illustrating
this are given in [23]. We shall also only consider orderings for use with a frontal method on
a single processor. Different ordering strategies are required when implementing a frontal
algorithm in parallel. This is discussed, for example, by Camarda [2] and, for element
problems, by Scott [21], and remains a subject for further investigation.

The outline of this paper is as follows. In Section 2, we recall some basic concepts from
graph theory and, in particular, introduce the idea of the row graph of an unsymmetric
matrix. We also explain the Cuthill-McKee and Sloan algorithms for reordering the nodes
of an undirected graph. Our new reordering algorithms are introduced in Section 3. We
look at applying Cuthill-McKee and variants of Sloan’s algorithm to the row graph, of
and also introduce a hybrid algorithm that uses the spectral algorithm, again applied to the
row graph. Extensive numerical results illustrating the effectiveness of our new algorithms
are presented in Sections 4 and 5. In Section 6, we use the new algorithms with the frontal
solverMA42 Finally, some concluding remarks are made in Section 7.
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2. Graphs and matrix reordering

2.1. Basic definitions

Before looking at row ordering algorithms, it is convenient to recall some basic concepts
from graph theory.

A graph G is defined to be a paifV, E), whereV is a finite set ofnodes(or verticeg
v1, U2, ..., Uy, @Nd E is a finite set ofedges where an edge is a paip;, v;) of distinct
nodes ofV. If no distinction is made betwed;, v;) and(v;, v;) the graph isindirected
otherwise it is airected graplor digraph A labelling(or ordering) of a graphG = (V, E)
with n nodes is a bijection ofd, 2, ..., n} onto V. The integeri (1 <i < n) assigned to a
node inV by a labelling is called thiabel (or numbe} of that node. Two nodes andv;
in V are said to badjacent(or neighbour}if (v;, v;) € E. Thedegreeof a nodev; € V is
defined to be the number of nodesVWinwhich are adjacent to;, and theadjacency lisfor
v; is the list of these adjacent nodespAth of length kin G is an ordered set of distinct
nodes(vi,, Viy, «-.s Vig,y) Where(v,-j, Vi) € E for 1 < j < k. Two nodes areonnected
if there is a path joining them. An undirected gra@tis connectedf each pair of distinct
nodes is connected. Otherwigejs disconnected and consists of two or mooenponents
In our discussion of row ordering algorithms, we will assume that the geaigttonnected.

If not, it is straightforward to apply the algorithms to each componedt.of

We now establish the well-known relationship between graphs and matrices. A labelled
graphG(A) with » nodes can be associated with any square matrix {a;;} of ordern.

Two nodes and; (i # j) are adjacent in the graph if and only:jf. is non-zero. IfA has a
symmetric sparsity patterig;(A) is undirected, otherwis€ (A) is a digraph. The graph of

a symmetric matrix is unchanged if a symmetric permutation is performed on the matrix;
only the labelling of its nodes changes.

For unsymmetric matrices, one possibility for developing row ordering algorithms is to
use a bipartite graph. ThHapartite graphof A consists of two distinct sets af nodesr
andC, each set being labelled 2, ..., n, together withE edges joining nodes iR to those
in C. There is an edge betweére R andj < C if and only if ¢;; is nonzero. HerelE|
is the total number of entries iA. The bipartite graph has been used with some success
by, for example, Coon [4] and Coon and Stadtherr [5]. However, reordering techniques for
undirected graphs have been the subject of much research and, if possible, we would like to
be able to exploit some of these techniques. This motivates us to consider in this paper using
row graphs. Row graphs were first introduced by Mayoh [19] and were used to permute
matrices to singly bordered block diagonal form. Trogy graph Gr of A is defined to
be the undirected graph of the symmetric maBix= A * AT, wherex denotes matrix
multiplication without taking cancellations into account (so that, if an ent#igzero as a
result of numerical cancellation, it is considered as a non-zero entry and the corresponding
edge is included in the row graph). The node&@fare the rows ofA and two rows and
j (i # j) are adjacent if and only if there is at least one colunof A for which a;; and
ajr are both non-zero. Row permutationsA4torrespond to relabelling the nodes of the
row graph.

From our discussion in Section 1, it is clear that for the frontal method to be efficient
the rows ofA should be ordered so that the matrix has a variable band form, with the band
as narrow as possible. Since we plan to exploit ordering techniques for undirected graphs,
in the following subsections we briefly outline two algorithms for bandwidth and profile
reduction of symmetric matrices, namely, the reverse Cuthill-McKee algorithm and the
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Sloan algorithm. In Section 3, we consider using these algorithms to reorder the nodes of
the row graphGr to produce row orderings that are appropriate for use with a frontal solver.

2.2. The reverse Cuthill-McKee algorithm

The reverse Cuthill-McKee algorithm is primarily aimed at reducingoredwidthB of a
symmetrically structured matrix where

B= max(i@+1—j 2.1
(i,j)eE(l 7 (2.1)
The algorithm divides the nodés = {1, 2, ..., n} into level sets. Aevel structure rooted
at a node ris defined as the partitioning of into levelsiy(r), [2(r), ..., In¢-) such that

1. I1(r) = {r}and
2. fori > 1,1;(r) is the set of all nodes that are adjacent to nodés_if{(r) but are not in
(), l2(r), ..., li—1(r).

Cuthill-McKee orders within each level 9et) by ordering first nodes that are neighbours

of the first node in; _1(r), then those that are neighbours of the second notiesitr), and

so on. The reverse Cuthill-McKee algorithm reverses the order found by Cuthill-McKee.
This does not reduce the bandwidth further but can yield worthwhile reductions in the profile
[18], where theprofile P is defined to be

P:Zmlax{i—i—l—j:(i,j)eE} (2.2)
i=1 "

The rootr of the level structure is usually chosen to one of the ends of a pseudo-diameter
of G. Thedistancebetween nodesand; in aG is denoted byl (i, j), and is defined to be

the number of edges on the shortest path connecting thendiaimeterD (G) of G is the
maximum distance between any pair of nodes. That is,

D(G) = maxd(, j) :i,j e V) (2.3)

A pseudo-diametet(G) is defined by any pair of nodesandj in G for whichd(, j) is
close toD(G). A pseudo-diameter may be found efficiently using a modified version of the
Gibbs—Poole—Stockmeyer algorithm [13] (see [20,26] ).

2.3. The Sloan algorithm

The Sloan algorithm is designed to reduce the profile (2.2) of a symmetrically structured
matrix. It has two distinct phases:

1. selection of a start node and a target end node;
2. node reordering.

In phase 1, a pseudo-diameter®@fis computed. One endof the pseudo-diameter is
taken to be thetartnode and the otheris used as thtarget end noden the second phase
of the algorithm, the pseudo-diameter is used to guide the reordering. Sloan ensures that
the position of a node in his ordering is not far from one for which the distance from the
target end node is monotonic decreasing. Sloan defines a nodetbivef it is adjacent
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to a node that has already been renumbered but has not itself been renumbered. He aims to
reduce the profile by reducing the number of nodes that are active at each stage and he does
this by localized reordering. Sloan begins at the start nagled uses the priority function

P; = —Wicdeg; + Wad(i, e) (2.4)

for nodei, whereW; and W, are positive integer weightsdeg; (the current degregis

the number of nodes that will become active if nadis numbered next, and(i, e) is

the distance to the target end node. At each stage, the next node in the ordering is chosen
from a list of eligible nodes to maximiz®& . Theeligible nodesare defined to be those that

are active together with their neighbours. A node has a high priority if it causes either no
increase or only a small increase in the number of active nodes and is at a large distance
from the target end node Thus, a balance is kept between the aim of keeping the number

of active nodes small and including nodes that have been left behind (further away from
than other candidates).

3. New row ordering algorithms

We now address the problem we are interested in, that is, the reordering of the rows of an
unsymmetric matrixA for use with a frontal solver.

3.1. The RCMRO algorithm

As mentioned earlier, if the matriA has a variable band structure, the row and column
front sizes in the frontal method will be small. Recall that the row gr&ghof A is the
undirected graph oB = A % AT. If we apply the reverse Cuthil-McKee algorithm to
GR the bandwidth ofB will, in general, be reduced, and thus,will also have a small
bandwidth. Our first idea is, therefore, to generate a row ordering for the frontal method by
applying reverse Cuthill-McKee directly t6r. We will call this algorithm the RCMRO
algorithm.

3.2. The SRO algorithm

In place of the reverse Cuthill-McKee algorithm, we can apply Sloan’s algorith@ikto

The nodes ofGr are the rows ofA. Therefore, the first phase of the algorithm finds two
rows of A that are at maximum (or almost maximum) distance apart. One of these rows,
the start row, is chosen as the first row to be ordered (labelled), that is, the first row that will
be assembled during the frontal method. At the start of the second phase of the algorithm,
the current degree of each row is equal to its degree. In the row graph, the degree of row
is the number of rowg for which there is at least one column with entries in both rows
and j. AssumingA is not structurally singular, the degree of rowleg;, is at least — 1

wherel is the number of entries in rowand, in generalfeg; > [. Once the first row has

been ordered, its neighbours become active and the current degree of each neighbour is
decreased by one. The next candidate row for labelling will be an active row (at a distance
of one from the start row) or a row that is itself adjacent to an active row (at a distance of
two from the start row), and which causes either no increase or only a small increase in
the number of active rows. There will be no increase in the number of active rows if the
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candidate row brings no new columns into the front and therefore causes no increase in the
column front size.

The algorithm proceeds in this way, at each stage aiming to keep the number of active
rows small whilst favouring rows that are at a small distance from the first row. We will
refer to this scheme as the SRO algorithm.

3.2.1. Example

We now illustrate the SRO method using the matrix with the sparsity pattern given in
Figure 1. The neighbours of each row are listed in Table 1. Initialbg; is the number of
neighbours of row. We will use weightg Wy, W2) = (2, 1). For the matrix in Figure 1,

the lifetimes are given in Table 1 and the sum of the lifetimes is 22. We observe that the
minimum possible value for the sum of the lifetimesuis the number of entries i,

which for example this is 15. The start and target end r@ws) are chosen to bél, 6)
(d(4,6) =3andd(i, j) <3,i,j =1,2,..,6), and the initial priorities are then computed
(Table 1). Row 4 is ordered first. Its neighbour, row 2, then becomes active and its priority
increases by; to -4. At this stage, the list of eligible rows comprises row 2 and its
unnumbered neighbours, rows 1, 3, 5. Of these, row 2 has the highest priority and is ordered
next. The priorities of rows 1, 3, 5 are updated, resulting in the matrix of Figure 2 (rows
with the priority given as—have been reordered). The remaining unnumbered rows are all
now active and the one with the highest priority is row 1. On assembling row 1, the priority
of its unnumbered neighbours, rows 3 and 5, increaségbpoth rows 3 and 5 now have
priority -3 and the order in which they are assembled is arbitrary. Assuming row 5 is ordered
first, we obtain the final reordered matrix given in Figure 4. The sum of the lifetimes for
the reordered matrix is 18.

1 2 3 4 5 6
1 x X X
2 X X X
3 x X X x
4 X
5 X x x
6 X

Figure 1. The original matrix.

Table 1. Lists of neighbours and initial priorities for SRO method

Rowi Neighbours Life; «cdeg; d(i,6) P;

1 2,3,5 3 3 1 -5
2 1,3,4,5 3 4 2 -6
3 1,2,56 3 4 1 -7
4 2 5 1 3 1
5 1,2,3,6 4 4 1 -7
6 3,5 4 2 0 -4
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1 2 3 4 5 6 Priority

4 X —
2 X X X —
1 x X X -3
3 x X X X -5
5 X X X -5
6 X -4

Figure 2. Partially ordered matrix

1 2 3 4 5 6 Priority

4 X —
2 X X X —
1 x X X —
3 x X X X -3
5 X X x -3
6 X -4

Figure 3. Partially ordered matrix

1 2 3 4 5 6

WU LN D
=
=
= R R =

RV

Figure 4. Final reordered matrix
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3.3. The MSRO algorithm

The SRO algorithm attempts to reduce the number of rows that are active during the frontal
method. Since a row is defined to be active if it is adjacent to a row that has already been
assembled, a row is active if some of its columns are partially summed. Therefore, we
indirectly reduce the number of columns in the front by reducing the number of rows that
are active. In an attempt to reduce directly both the row and column front sizes, our second
method again uses the first phase of Sloan’s algorithm applied to the row graph to obtain
start and target end rows and then uses a modified priority function

P; = —Wircgain; + Wad(i, e) (3.1)

Herercgain; = rgain; + cgain;, wherergain; andcgain; are the increases to the row

and column front sizes resulting from assembling tomext. Assembling a row into the
frontal matrix causes the row front size to either increase by one, to remain the same, or
to decrease. The row front size increases by one if no columns become fully summed, it
remains the same if a single column becomes fully summed, and it decreases if more than
one column becomes fully summed. The increase in the column front size is the difference
between the number of column indices that appear in the front for the first time and the
number that become fully summed. If this difference is negative, the column front size
decreases. Hence,sifis the number of columns that become fully summed whenirswv
assembled,

rgain; =1 —3; (3.2)
and
cgain; = newc; — §; (3.3)
wherenewc; is the number of new column indices in the front. It follows that
rcgain; = 1+ newc; — 2s; (3.4)

and a row has a high priority if it brings a small number of new columns into the front
and results in a large number of columns becoming fully summed. We call this method the
MSRO algorithm.

3.3.1. Example
We now illustrate the MSRO method, again using the matrix given in Figure 1 and weights
(W1, Wa) = (2, 1). The start and target end rows ¢) are chosen to bgl, 6) and the initial
priorities are given in Table 2. Note that initialtggain; is just one more than the number
of entries in row.

As in the SRO method, row 4 is ordered first, followed by row 2. Row 2 brings columns
4 and 5 into the front. Since row 1 has an entry in column 4, its priority increaség by
The priority of rows 3 and 5 is also increasedWy and, because row 5 has entries in both
columns 4 and 5, its priority increases by /1, resulting in the matrix of Figure 5.

Row 5 has the highest priority and is ordered next, bringing column 6 into the front. The
priorities of rows 3 and 6, which have entries in column 6, are increased, giving the matrix
in Figure 6.
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Table 2. Initial priorities for MSRO method

Rowi rcgain; d(i, 6) P;

1 4 1 -7
2 4 2 -6
3 5 1 -9
4 2 3 -1
5 4 1 7
6 2 0 -4
1 2 3 4 5 6 Priority
4 X —
2 X X X —
1 x X X -5
3 x X X X -7
5 X X x -3
6 X -4

Figure 5. Partially ordered matrix

1 2 3 4 5 6 Priority

4 X —
2 x X X —
5 X X X —
1 x X X -5
3 x X X X -5
6 X -2

Figure 6. Partially ordered matrix
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1 2 3 45 6

= = o=

P WwWwo oInN b~
=

Figure 7. Final reordered matrix

We now order row 6. The priority of row 3 then increases so that it is ordered ahead of
row 1. The final reordered matrix is given in Figure 7. The sum of the lifetimes for the
reordered matrix is 16.

3.4. Spectral ordering algorithms

Spectral algorithms have been used in recent years for matrix profile and wavefront re-
duction. Barnard, Pothen and Simon [1] described a spectral algorithm that associates a
Laplacian matrixL with a given matrixS = {s;;} with a symmetric sparsity pattern,

-1 ifi #jand s;; #0
L={lj}=1 0 ifi #jand s;; =0 (3.5)
Zi#j ;| ifi=j.

An eigenvector corresponding to the smallest positive eigenvalue of the Laplacian matrix
is termed aiedler vector The spectral permutation of the nodes of the undirected graph
G(S) is computed by sorting the components of a Fiedler vector into monotonically non-
increasing or non-decreasing order.

For matricesA with an unsymmetric sparsity pattern, we can apply the spectral method
to the symmetric matri8 = A x AT, whose undirected graph is the row gra@h of A.
The spectral permutation of the nodes of this graph yields a row ordering and we shall try
using this with the frontal method. In our numerical experiments (see Section 4), we call
this method thespectral row reorderinglgorithm.

3.5. A hybrid method

When ordering symmetrically structured matrices for a small profile, Kumfert and Pothen
[17] observed that spectral orderings do well in a global sense but are often poor locally.
They therefore proposed using the spectral method to find a global ordering that guides the
second phase of Sloan’s method. Their results show that this can yield a final ordering with a
much smaller profile than using either the spectral method alone or Sloan’s method using the
Gibbs—Poole—Stockmeyer pseudo-diameter. Further experiments by Reid and Scott [20,24]
support this view, particularly for very large problems. The so-cdilgatid methoduses a
priority function in which the distancé(i, ¢) from the target end node is replaced py

the position of nodé in the spectral ordering. Specifically, for a graph witimodes, in
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place of the priority function (2.4), Reid and Scott used the priority function
P, = —Wiycdegi — Wa(h/n)p; (3.6)

wherecdeg; is again the current degree of nodand# is the number of level-sets in the
level set structure rooted at the start node. The normalization of the second term results in
the factor forW, varying up tok, as in (3.1). Without normalization, the second term would
have a much larger influence.

In the present study, we are concerned with obtaining row orderings for unsymmetric
matricesA for use with a frontal algorithm. We can extend the hybrid method to this class
of problems by applying it to the row graph df. We will consider two versions of the
hybrid row orderingalgorithm. Both will computey; by applying the spectral algorithm to
B = AxAT. The first will then use the priority function (3.6) and the second will generalise
(3.1) and use the priority function

P; = —Wyrcgain; — Wo(h/n) p; (3.7)

In our numerical experiments, we will call the resulting methods the hybrid SRO and hybrid
MSRO algorithms.

We remark that, in the hybrid row ordering algorithms any input ordering can be used
in place of the spectral ordering. However, in our numerical experiments we use only the
spectral ordering. In future work we plan to look at using other input orderings.

4. Numerical results

In this section, we first describe the problems that we use for testing the row ordering
algorithms discussed in this paper and then present numerical results.

Table 3. The test problems

Number of

Identifier Order entries Description/discipline
bayer04 20545 159082 Chemical process simulation
bayer09 3083 21216  Chemical process simulation
bp1600 1600 4841 Basis matrix from LP problem
extrl 2837 11407 Dynamic simulation problem
grel107 1107 5664 Simulation studies in computer systems
hydrl 5308 23752 Dynamic simulation problem
IhrO7¢c 7337 156 508 Light hydrocarbon recovery
lhri4c 14270 307 858 Light hydrocarbon recovery
megl 2904 58142  Chemical process simulation
onetone2 36057 227628 Harmonic balance method, one-tone
orani678 2529 90158 Economic model
rdistl 4134 94 408 Reactive distillation problem
west2021 2021 7353  Chemical engineering
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4.1. Test problems

Each of the test problems arises from a real engineering or industrial application. A brief
description of each problem is given in Table 3. The problems are all taken from either the
Harwell-Boeing collection [10] or the University of Florida Sparse Matrix Collection [6].
Note that all the test matrices have a highly asymmetric structure, with a symmetry index
of less than 0.2.

The test codes are written in standard Fortran 77, and all the results presented in this
section were obtained using the EPC (Edinburgh Portable Compilers, Ltd.) Fortran 90
compiler with optimization-O running on a 143 MHz Sun Ultra 1. In the experiments
involving the spectral method, the Fielder vector of the row graph is obtained using Chaco
2.0 [27].

4.2. Performance of the new algorithms

We first compare the performance of the new row ordering algorithms that were introduced
in Section 3. For the SRO and MSRO algorithms (and hybrid versions), we use the weights
(W1, Wo) equal to each of the 13 pai¢s, 64), (1, 32), (1, 16), ...,(1,1), (2, 1), ...,(64, 1)
and select the best result (we illustrate the sensitivity of the algorithms to the choice of the
weights in the next subsection). In Table 4, the average frontfigex 107 is given. We
highlight in bold the smallest values for each problem (and any that are within five per cent
of the smallest). For comparison, we include the original ordering (although it should be
noted that the original ordering may not be particularly significant, since this is just the
order in which the data were supplied when they were included in the sparse matrix test
set). Our results show that, in general, the smallest average front size is obtained using the
hybrid MSRO algorithm. We now discuss our findings in more detail.

Forasignificant proportion of the test examples, the orderings obtained using the RCMRO
algorithm are a significant improvement on the original ordering. But, in each case, the SRO
ordering is better than the RCMRO ordering and, in general, MSRO produces an ordering

Table 4. The average front sizg(g * 10°) for the new row ordering algorithms. The smallest
values are highlighted

Hybrid  Hybrid
Identifier Original  RCMRO SRO MSRO Spectral SRO MSRO

bayer04 1909 5505 1993 515 120 122 72
bayer09 248 65 43 21 14 17 12
bp1600 147 474 522 157 86 178 90
extrl 49 17 6 4 4 5 3
grel107 386 190 153 81 100 122 59
hydrl 310 64 23 10 6 6 3
Ihr07¢c 521 218 166 62 90 95 48
lhrl4c 1076 1030 717 153 145 154 117
megl 11823 4687 1298 1949 1784 1438 1014
onetone2 1131 51041 5843 864 1782 1683 648
orani678 6193 9719 5431 5828 1659 5049 2265
rdistl 146 42 29 17 23 25 17
west2021 179 172 20 6 16 11 4
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Table 5. The maximum number of entries in a row and the length of the pseudo diameter of the
row graph

Identifier Max. entriesinarow Pseudo-diameter

bayer04 33 43
bayer09 34 30
bp1600 304 7
extrl 10 57
grel107 7 13
hydrl 14 54
Ihr07¢c 63 49
lhridc 63 41
megl 411 7
onetone2 33 23
orani678 1110 6
rdistl 81 54
west2021 12 15

with a smaller average front size than SRO: MSRO is only outperformed by SRO for
problemsorani678 andmegl. This shows that, although worthwhile reductions in the
front sizes can be achieved by applying an existing bandwidth or profile reduction algorithm
to the row graph ofd, the more sophisticated approach that modifies the priority function
in an attempt to limit both the row and column front sizes has greater success.

By comparing the results for the spectral ordering with those of the original ordering,
we see that, in general, applying a spectral method to the row graplalsb substantially
reduces the average front size. A comparison of the SRO and hybrid SRO results shows
that combining a spectral ordering with the SRO method improves the SRO ordering but
the hybrid SRO ordering is often poorer than the spectral ordering. However, the hybrid
MSRO orderings outperform both the MSRO and the spectral orderings.

To try and get an insight into when the MSRO and hybrid MSRO algorithms perform
well, we consider the pseudo-diameters of the matrices. In Table 5, for each test problem
we give the maximum number of entries in a row of the matrix together with the length
of the pseudo-diameter of the row graph. We see that there are three proii&80 ,
megl andorani678 , that have at least one row with a large number of entries. This in
turn results in a short pseudo-diameter. The problems with a short pseudo-diameter are
those for which the MSRO algorithm performs least well. On the basis of our experiments,
we conclude that the MSRO performs well if the pseudo-diameter of the associated row
graph is sufficiently long and, in general, this will be the casé fifas no rows with a large
proportion of non-zero entries.

For the problems with a short pseudo-diameter, the hybrid MSRO algorithm substantially
reduces the average front size compared with the MSRO algorithits,I¢) is small, the
priority function (3.1) will be insensitive to th#&, term and the local heuristic of the row
and column front size gain will largely determine the row ordering. It would appear that
the spectral ordering of the interior nodes of the row graph is important and can provide a
better guide than the pseudo-diameter for the second phase of the MSRO algorithm.

The results presented in this section suggest that, of the new row ordering algorithms
introduced in this paper, the hybrid MSRO algorithm yields the best results. For each test
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problem, this method gives large reductions in the average front size. A disadvantage is that
the spectral ordering for the row graph must be computed. This calculation can be relatively
expensive. We do not include detailed timings for the hybrid methods because our codes are
written in Fortran while the Chaco package is written in C. Furthermore, the Chaco package
performs a large amount of data checking that would not necessarily be required if we were
to incorporate code for computing the spectral ordering within our row reordering software
package. To give an indication of the time required to compute the spectral ordering, for
problemlhrl4c , Chaco took 25 seconds and, using the spectral ordering as input data,
the hybrid MSRO algorithm required 5 seconds. Computing the spectral ordering may,
therefore, be the most expensive part of the reordering algorithm. If this cost is prohibitive,
the MSRO algorithm should be used. The importance of the cost of reordering the rows is
discussed further in Section 6.

4.3. Adjusting the weights

In this section, we consider the effect of adjusting the weights in the priority function for
the MSRO and hybrid MSRO algorithms. For his profile reduction algorithm for symmetric
matrices, Sloan [25] recommended using the weightd) but Kumfert and Pothen [17]

found that, for some problems, other values (in particls, 1)) gave much better results.

We want to consider how sensitive the MSRO and hybrid MSRO ordering algorithms are to
the choice of the weights. We have examined the front sizes(With W») equal to each of

the 13 pairq1, 64), (1, 32), (1, 16), ...,(1, 1), (2, 1), ..., (64, 1) on all the test matrices. In
Tables 6 and 7 we present results for a subset of our test problems. The problems we have
selected illustrate the different behaviour we observed. In the tables, percentage increases
from the best value ofayg are given.

We observe thatthe choice of weights can make a significant difference to the performance
of the algorithms. However, even a poor choice of weights can give large improvements on
the original ordering. For both methods there are problems for whigjrises rapidly for
large values o#v1/ W». Following Kumfert and Pothen [17], we call these class 2 problems

Table 6. Percentage increases in average front size above the minimum value for the MSRO
algorithm

Weights orani678 extrl bayer09 west2021 bayer04 |hrO7c grell07

(1, 64) 100 416 18.9 186.9 202.3 721 47.7
(1,32 126 416 17.5 186.9 205.2 70.8 47.7
(1, 16) 6.8 41.6 17.2 186.9 174.6 67.7 47.7
(1,8) 3.9 395 13.9 118.8 110.8 68.1 48.1
(1, 4) 44 126 1.5 81.1 73.7 64.6 40.0
(1,2) 00 14 0.0 35.9 725 1228 20.6
(1,1) 47 00 10.9 24.7 69.9 9.3 1.6
2, 1) 107  11.1 35.4 0.0 8.2 7.0 0.0
4, 1) 10.7  66.9 76.7 266.4 6.5 5.8 1.5
8, 1) 10.7 329.0 101.7 795.9 16.5 0.0 1.5
(16, 1) 10.7 918.8 97.5 756.0 5.3 0.0 1.5
(32,1) 10.7 918.8 94.2 756.0 0.0 0.0 1.5
(64, 1) 10.7 918.8 94.2 756.0 0.0 0.0 1.5
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Table 7. Percentage increases in average front size above the minimum value for the hybrid
MSRO algorithm

Weights orani678 extrl bayer09 west2021 bayer04 |hrO7c grell107

(1, 64) 00 340 37.6 205.8 36.9 815 66.1
(1,32 67.2  26.3 327 166.7 23.6 78.6 61.6
(1,16) 737 157 24.1 102.0 10.7 74.6 53.2
(1,8) 760 6.3 12.0 50.9 3.4 69.7 4001
(1, 4) 412 1.9 7.3 21.0 0.0 70.8 24.9
1,2) 910 0.0 0.0 12.5 0.5 84.1 12.6
(1, 1) 2271 21 9.1 0.0 4.1 96.2 5.3
2,1) 373.0 27 3.6 11.6 43.1 70.7 0.7
4, 1) 1738 3.4 21.0 14.2 191.2 7.6 0.0
8, 1) 173.8  11.8 15.0 13.1 426.3 6.6 0.0
(16, 1) 173.8  38.7 29.2 13.3 427.2 0.0 0.0
(32,1) 173.8  58.4 27.1 13.3 435.8 0.0 0.0
(64, 1) 173.8  712.0 27.1 13.3 435.8 0.0 0.0

Table 8. Percentage increases in average front size above the minimum value when the
recommended weights are used

Identifier MSRO  Hybrid MSRO

bayer04 0.0 0.5
bayer09 46.4 0.0
bp1600 18.0 1.2
extrl 11.3 0.0
grel107 0.0 0.0
hydrl 0.0 4.7
IhrO7¢c 0.0 0.0
lhridc 0.0 175
megl 43.9 9.6
onetone2 0.0 0.0
orani678 10.7 0.0
rdistl 0.0 12.2

and the rest class 1 problems. However, we note that a problem may be a class 1 problem
for the MSRO method and a class 2 problem for the hybrid method. This is illustrated by
bayer04 . For class 1 problems, it may be important to choose a large valu&{foWw-.

For class 2 problems, for the MSRO algorithm, the weidhitsl) or (2, 1) are generally
reasonable choices. Since we do not know beforehand to which class a problem belongs,
for the MSRO algorithm we recommend trying the weigitsl) and(32, 1) and selecting

the better result. For the hybrid algorithm, we recommend the we{@h® and (32, 1),

unless the matrix has a short pseudo-diameter. In this case, the best results are achieved
with a large value of¥», so that the ordering more closely follows the spectral ordering. We
thus make a further recommendation that, if the row graph has a short pseudo-diameter, the
hybrid method should use the weights (1, 64). In Table 8, we show the percentage increases
in favg from the best value when the recommended weights are used.
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5. Comparisons with other row ordering algorithms

Sofar, we have presented results for the new row ordering algorithms introduced in this paper
and, on the basis of these results, we recommend the MSRO or hybrid MSRO algorithms.
In this section, we compare the performance of these new algorithms with two existing row
ordering algorithms that are designed for unsymmetric matrices for use with frontal solvers.

The restricted minimum column degree (RMCD) algorithm was recently discussed by
Camarda [2]. This algorithm uses the concept of a neteds defined to be a columinand
all the rowsi such that;; is non-zero. This concept is useful because, when a net has been
assembled, columhis fully summed and an elimination can be performed. At each stage
of reordering, the degree of a colurhis the number of non-zero entrieg in the rows of
A that have not yet been reordered. The RMCD algorithm stores the degree of each column
and, at each stage, chooses the column of minimum degree and assembles all the rows in
the net corresponding to the chosen column into the frontal matrix. The column degrees are
then updated before the next column is selected. Rapid determination of the column with
minimum degree is achieved through the use of linked lists. When the degree of a column
is updated, the column is placed at the head of the linked list of columns of that degree.
Thus, partially summed columns are given priority.

The RMCD algorithm is a local heuristic ordering: at each stage it chooses the column
of minimum degree without reference to effects on later stages. An alternative is to use
an approach based on global heuristics, such as the recursive graph partitioning algorithm
introduced by Coon [4] and Coon and Stadtherr [5] and modified by Camarda [2]. The goal
of these algorithms is to find a partitioning of the bipartite grapi such that the number
of nets cut by the partition is minimized. The new minimum net cut (NMNC) algorithm of
Camarda is more expensive to implement than the simple RMCD algorithm but the results
presented in [2] show that it can yield better orderings.

We have performed numerical experiments using both the RMCD and NMNC algorithms.
Our findings are presented in Table 9. We see that the performance of the RMCD algorithm
can vary greatly between problems and, although more consistent, the NMNC algorithm
generally is only able to achieve modest reductions in the size of the frontal matrix. In none
of the test examples did NMNC produce the smallest average front size. In most cases, the
MSRO and hybrid MSRO algorithms perform much better than RCMD: there are only three
problemshp1600 , meglandorani678 , for which RMCD gives the best results. These
are the problems that have small pseudo-diameters (see Table 5), and we have already seen
that the MSRO algorithms perform relatively poorly on these problems.

6. Row orderings and frontal solvers

We have developed new algorithms for reordering the rows of unsymmetric matrices for
small front sizes. As discussed in the introduction, the main motivation behind this work is
the need for row orderings to improve the efficiency of frontal solvers. In this section, we
present results that illustrate the effects of using the MSRO row orderings with a frontal
solver.

In the Harwell Subroutine Library [14], thB1A42 package of Duff and Scott [11] is
a frontal solver for general unsymmetric problems. The code was primarily designed for
unassembled finite-element matrices, but also includes an option for entering the assembled
matrix row-by-row, and this is the option we use in our experimeMts42 uses reverse
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Table 9. The average front sizg(g * 10?) for the different reordering algorithms. The smallest
values are highlighted

Hybrid
Identifier Original  RMCD NMNC MSRO MSRO
bayer04 1909 4162 1682 515 72
bayer09 248 152 229 21 12
bp1600 147 56 86 157 90
extrl 49 486 34 4 3
grel107 386 124 364 81 59
hydrl 311 231 197 10 3
Ihr07c 521 2180 150 62 48
lhrl4c 1076 7645 266 153 117
megl 11823 461 3094 1949 1014
onetone2 1131 141510 1001 864 648
orani678 6193 616 8959 5828 2265
rdistl 146 1252 20 17 17
west2021 179 28 151 6 4

communication to obtain information from the user. The structure of the problem is first
provided by the user by calling a subroutine for each rowdofThe primary reason for
these calls is to establish when variables are fully summed and eligible for elimination.
A set of calls to another subroutine enables estimates to be made for the size of the files
required to hold the factors and for the maximum row and column front sizes. In these
symbolic phase®nly the integer indexing information for the rows is used. The numerical
factorization is then performed with the user required to call a further subroutine for each
row. The information from the earlier symbolic phases is used to control the pivot selection
and elimination within the current frontal matrix. Optionally, forward elimination can be
performed on a set of right-hand side vectors, in which case a final back-substitution phase
yields appropriate solutions. Subsequent right-hand sides can be solved using the matrix
factors and a single subroutine call. The code optionally uses direct access files for the
matrix factors. This keeps the main memory storage requirements to a minimum. This
option is used in our experiments and MA42timings we present in the following tables
include the input/output overhead for using direct access files. The ‘In core’ storage quoted
is the storage required for the frontal matrix. In addition, an integer array of length
required. The ‘Factor’ storage is the sum of the number of real and the number of integer
words needed to hold the matrix factors. In our experiments, we use a minimum pivot block
size of 16 and we use a versionMA42that attempts to exploit zeros within the front (see
[22] for details).

In our tests withMA42 for each problem where values for the entries of the matrix are
not supplied, values are generated using the HSL pseudo-random number géfisdator
The number of floating-point operations (‘ops’) counts all operations (+,-,*,/) equally. The
‘AnalysetFactorize’ times include all the time to reorder the matrix, perform the symbolic
factorization and factorize the matrix. The ‘Fast Factorize’ time is that needed for sub-
sequent factorizations of a matrix with the same sparsity patterh ase ‘Solve’ times
guoted are for a single right-hand sidlend do not include the time required to perform
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iterative refinement. The experimental results given in Table 10 were obtained on a Sun
Ultra 1, and those quoted in Table 11 were obtained on a single processor of a CRAY J932
using 64-bit floating-point arithmetic and the vendor-supplied BLAS. The CRAY Fortran
compiler f90 was used, with default options.

Results are presented for the original ordering, the MSRO ordering, and the hybrid MSRO
ordering, using the values for the weights recommended in Section 4.3. In addition, because
the RMCD algorithm performed well on problerbp1600 , megl andorani678 , for
these problems we include results for the RMCD ordering. The timings for the hybrid algo-
rithm do not include the time required to generate the spectral ordering. Consequently, the
‘Analysetfactorize’ times for the hybrid algorithm are smaller than those for the MSRO
algorithm. The difference between the ‘Analydeactorize’ time and the ‘Fast Factorize’
time for the original ordering is the time required MA42to perform the symbolic fac-
torization. Since the symbolic factorization time is independent of the row order, we can
deduce the time taken to reorder the matrix. We see that for the MSRO and hybrid MSRO
algorithms, the symbolic factorization time is small compared with the reordering and ‘Fast
Factorize' times. We observe that it is much more expensive to reorder the matrix on the
CRAY. This is because of slow integer arithmetic on the CRAY. However, as the ordering
routine is separate from the frontal solver, if the reordering time is important to the user, the
matrix can be reordered on one machine and the row order then passed to the CRAY for the
factorization and solve phases. In many practical applications, the number of factorizations
of matrices with the same structure but different numerical values is likely to be large. In
this case, the cost of a single matrix reordering will be an insignificant part of the total cost
and it is worthwhile spending extra time getting an improved ordering.

The results demonstrate the importance of reordering the rows and illustrate that we are
able to achieve substantial savings in the factorization and solve times, the operation count,
the in-core storage, and the factor storage. We note that the effect of using level 3 BLAS
means that the poorer orderings can have a higher Megaflop rate so that, for some problems
(particularly on the CRAY), the ratio of times, before and after ordering, is not as high as
the operation count ratio. FurthermolA42is able to partially offset the effect of a poor
ordering by exploiting zeros within the frontal matrix (see also [3,12]).

7. Conclusions

Inthis paper, we have looked at the problem of reordering the rows of a general unsymmetric
matrix A for use with a frontal solver. We have used the row grapl daind applied
reverse Cuthill-McKee and variants of Sloan’s algorithm to this graph. We have found that
the SRO algorithm that applies Sloan’s algorithm directly to the row graph outperforms
Cuthill-McKee but generally does not perform as well as the MSRO algorithm, which uses
a modified priority function that attempts to directly limit the growth in the row and column
front sizes at each assembly step. The MSRO algorithm works well on a wide range of
problems and in general produces orderings that are much better than those obtained by
the existing RMCD and NMNC ordering algorithms. The only problems we have found on
which it works less well are those for which the row graph has a short pseudo-diameter.
We have also looked at applying the spectral method to the row graph. Our results suggest
that the hybrid MSRO method is superior to the spectral method and outperforms MSRO. A
possible disadvantage of the hybrid method is the need to compute a global priority function.
The time taken to compute a spectral ordering is greater than that needed to compute the
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Table 10. The results of reordering the rows for the frontal sda&#d2using the MSRO and
hybrid MSRO algorithms. (Sun Ultra)

CPU time (seconds)

Storage (Kwords)

Analyse+ Fast Factor ops
Identifier Ordering  Factorize  Factorize  Solve x(@10°) Incore Factor
bayer04 Original 22.7 221 0.94 288.2 419 3257
MSRO 18.1 13.3 0.98 269.4 178 3206
Hybrid 10.1 5.9 0.72 123.8 32 2333
bayer09 Original 1.20 0.96 0.10 13.2 73 273
MSRO 1.16 0.48 0.07 5.9 16 193
Hybrid 0.96 0.37 0.06 4.6 6 180
bp1600 Original 0.28 0.20 0.04 2.0 47 61
MSRO 0.34 0.24 0.03 3.4 81 73
Hybrid 0.30 0.19 0.02 2.8 54 65
RMCD 0.29 0.26 0.03 25 29 75
extrl Original 0.53 0.48 0.06 3.7 14 159
MSRO 0.54 0.30 0.05 2.7 2 135
Hybrid 0.52 0.34 0.05 25 2 132
grel107 Original 1.30 1.23 0.08 375 84 293
MSRO 0.64 0.50 0.05 104 24 161
Hybrid 0.71 0.62 0.05 9.9 18 162
hydrl Original 1.8 1.60 0.13 12.5 57 392
MSRO 1.3 0.71 0.11 7.6 6 308
Hybrid 11 0.67 0.09 5.5 3 271
Ihr07c Original 12.0 11.7 0.44 125.5 146 1401
MSRO 8.7 3.8 0.28 57.6 41 1005
Hybrid 7.7 3.5 0.32 48.7 22 936
lhrl4c Original 24.5 23.9 0.80 235.7 276 2719
MSRO 19.0 9.2 0.58 149.3 67 2198
Hybrid 17.0 8.2 0.56 128.8 94 2040
megl Original 27.9 27.7 0.50 579.5 2921 1623
MSRO 14.1 11.5 0.28 273.9 824 1114
Hybrid 12.0 105 0.33 246.2 189 1226
RMCD 24 2.3 0.17 16.6 202 575
onetone2 Original 50.6 49.5 2.65 683.8 238 7572
MSRO 46.4 40.8 2.46 826.8 209 6 755
Hybrid 65.1 60.2 325 17574 145 9834
orani678 Original 28.9 28.6 0.59 892.2 1605 2284
MSRO 28.2 11.2 0.26 125.0 2117 808
Hybrid 219 12.4 0.37 298.0 747 1255
RMCD 4.1 3.9 0.22 84.2 368 771
rdistl Original 47 4.6 0.27 90.3 30 1050
MSRO 2.7 1.2 0.14 154 4 405
Hybrid 2.7 1.3 0.12 17.8 7 429
west2021 Original 0.60 0.45 0.05 3.8 62 131
MSRO 0.40 0.19 0.04 1.3 3 80
Hybrid 0.39 0.23 0.04 1.3 2 81
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Table 11. The results of reordering the rows for the frontal sdW&d2using the MSRO and
the hybrid MSO algorithms. (CRAY J932)

CPU Time (seconds)

Identifier Ordering Analyse- Factorize  Fast Factorize  Solve

bayer04 Original 11.2 9.8 0.47
MSRO 36.2 7.9 0.46
Hybrid 26.3 6.0 0.42
bayer09 Original 1.2 0.99 0.08
MSRO 3.9 0.74 0.07
Hybrid 3.3 0.71 0.07
bp1600 Original 0.33 0.27 0.02
MSRO 0.76 0.26 0.02
Hybrid 0.59 0.24 0.02
RCMD 0.55 0.25 0.02
extrl Original 0.87 0.69 0.04
MSRO 1.52 0.60 0.03
Hybrid 1.30 0.58 0.03
grel107 Original 0.70 0.62 0.02
MSRO 0.84 0.38 0.01
Hybrid 0.72 0.37 0.01
hydrl Original 1.9 1.6 0.06
MSRO 3.9 1.2 0.06
Hybrid 2.7 11 0.06
IhrO7c Original 4.3 3.6 0.11
MSRO 33.9 2.7 0.09
Hybrid 253 2.6 0.08
Ihri4c Original 9.1 7.6 0.20
MSRO 65.9 5.6 0.17
Hybrid 50.3 5.4 0.16
megl Original 9.0 8.7 0.09
MSRO 19.6 3.3 0.06
Hybrid 11.9 3.1 0.07
RMCD 2.2 1.6 0.05
onetone2 Original 21.3 18.9 0.67
MSRO 43.4 17.9 0.62
Hybrid 44.6 235 0.75
orani678 Original 8.5 8.1 0.13
MSRO 127.1 34 0.06
Hybrid 70.9 3.3 0.08
RMCD 2.6 1.8 0.07
rdistl Original 2.7 2.2 0.06
MSRO 9.8 1.3 0.04
Hybrid 8.8 1.3 0.04
west2021 Original 0.71 0.58 0.019
MSRO 1.37 0.41 0.017
Hybrid 0.96 0.41 0.017
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pseudo-diameter that provides start and end nodes for the MSRO algorithm. For this reason,
if the trade-off between the quality of the ordering and the time taken for computing the
ordering favours fast reordering algorithms, the MSRO algorithm may be preferred. In our
experiments with the frontal method, we observed that the cost of computing a row ordering
can significantly increase the time taken to perform the analyse phase, but the savings in
the factorization and solve times, as well as in the main memory requirements and factor
storage, achieved through using an efficient ordering can justify the ordering cost. This is
particularly true if a series of matrices with the same sparsity pattern are to be factorized
since the row ordering needs only to be performed once.
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